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Abstract-This study concerns electro-magnetic signals
modelling. The main proposes of the present paper
consists of the specification spectral analysis of radia-
tion emitted in heterogeneous environment. Compara-
tive study is presented between polynomial Lagrange
and neural networks modelling. We show that neural
networks give best results when it is experimented to
establish concentration elements of ferrous metallic
elements.
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VII. Introduction

Our research study consists of establishing sig-
nal processing system which allows to convert
data during analysis of ferrous sample using spec-
trophotometer using real data and using percent-
age of chemical elements present in the analysed
sample..

As basis of our research we use standardised
samples where the chemical composition is
known and certified by laboratories using spec-
troscopy chemical analysis [2]

The purposes of the present study is the model-
ling of electro-magnetic signals using numerical
models [1] [4], in order to establish and improve
the use of spectral analysis of radiation emitted in
heterogonous environment. In modelling, neural
networks have emerged as powerful tool that has
been applied by various researchers [5].

This study is applied to the production industry
of metal and « font » which require strong com-
petence in the field of ferrous metal analysis.

Therefore, in order to improve physical and
chemical quality of the production (elasticity,
hardness,..., etc.), the metallurgists need to know
chemical composition of the metal to deal with.
Therefore, it exist several systems of structural
scruting of matters. Spectral analysis is among

portant during metal processing like: C, Si, Mn,
P, S, Al, Ni, Mo, Cr, Cu, V, Mg, Ti etc.

The principle of spectral analysis is based main-
ly on diffraction the light emitted by sample of
production during processing, extracted from the
furnace and solidified. This diffraction produces
spectra with visible colours characterising each of
elements present in the sample. The intensity of
each of these colours is rigorously et respectively
proportional to the concentration of each of these
elements constituting the analysed metal.

The used equipment consists of a spectropho-
tometer, this equipment is based on the diffrac-
tion of the light emitted by a sample to be ana-
lysed. This sample which we transmitted an elec-
trical arc. The white light obtained is diffracted
by optical system which generates several rays
with different colours. Each of these colours cor-
respond to the frequency and the intensity of each
of chemical elements present in the sample and
by percentage of the concentration (%).

These rays are obtained by sensors and convert-
ed on electrical tensions using filters computed
and calibrated in order that each one can react
exclusively to frequency associated to its design.
Consequently, each element is characterised by
electrical signal with unique frequency. This
signal is measurable and its amplitude is propor-
tional to concentration of the used chemical ele-
ment. At the end, these signals are recorded and
converted into binary code and transmitted into
numerical processing unity (PC). There fore we
can visualise the concentration of the analysed
sample.

The paper is presents as follows: Section 2 de-
scribes the acquisition system: spectrophotometer
and PC relation. Section 3 gives the principles of
neural network model used in the study. Section 4
presents the results of software based on neural
network and comparison with Lagrange method.

the more efficient methods which allows to detect VIILDESCRIPTION OF THE SYSTEM

the presence of different chemical elements in the
analysed samples, the results of measure are
done with four digits precision. For example we
can speak about chemical elements the most im-

The system is constituted by two main parts:
a) Partone: the spectrophotometer : which is
electronical and optical equipment which
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main function is the conversion of optical
signal to voltage.

b) Part two : the Computer processing software
which controls and commands of the spectro-
photometer and the data processing ,

As example of classical methods there exits
polynomial Lagrange method of N-1 degree The
curve modelled by dx and dy segments. These
classical methods have advantages and inconven-
ient.

Our contribution consists of establishing soft-
ware processing of data obtained as voltages
proportional to elements presents in the analysed
sample.

During this study we show that the range of er-
rors of classical methods which have bad effect
during analysis. Specially, when we use extrapo-
lation of results or if the analysis result value is
comprised between two far points in etalonned
curve.

At last, we try to prove that we can improve the
result precision of the studied system using new
method like neural network described in the next
section.

IX. NEURAL NETWORK MODELLING

The neural network model has deterministic
kind with real computed output using sigmoid
function. The architecture is constituted by suc-
cessive layers with input layer and output layer.
The model use gradient retro-propagation algo-
rithm. This algorithm is used through the learn-
ing of the model. We can see results obtained
during learning [see annexe]

1. Computing the output of the first hidden
layer

k=1

NS (k)—1 NS(k—1)-1

Yii

j=0 m=0

with :
k=1 : indicate the number of the
layer (in this case the first hidden layer)
J: the number of the cell of the layer k
m: the number if the cell of layer k-1
i : indice of the vector of 1/0  (X;,Cj)
(with X; the values of the axis of abscissa and
Ci the values of the axis of ordinates)
NS (K): gives the number of cells of the
layer k

2. Computing the output of the other layer
k#1

NC-1 NS(k)-INS(k-1)-1  with:

Z Z Zwkjm.y(k ~1),m

k=2 j=0 m=0

Y =

NC : Number of layers (Input layer + Output
Layer + hidden layers)

X. RESULTS INTERPRETATION

Working with adequate configuration of our
neural network which is specific to each of
graphs which we studied. After learning of Neu-
ral Network, we obtain results in the form of
modelling graphs. We compare our results with
the graph generated by polynomial of Lagrange
(green colour in the graphs(Annexe). This com-
parison shows the disadvantages of classical
method which was enable to extrapolate the
graph out of values of the standardised samples
and also for far points.

Whereas, the graphs modelled by neural net-
works ( blue in the graphs) follows the progres-
sion of the values of standardised samples and
extrapolate perfectly the graph out of some
points.

For each element, the intensities obtained by
analysis versus the correspondent concentrations
(%)

Table 1 : Neural Network Configuration

Zwkjm'xi,m

Ele- Ep- In- Hid
ment silon put den put
Layers | Layers | Layers
Phos- 01 1 1 60
phore cell
Carbone 0,31 1 3
E layers
8 Cells
Manga- 1.2 1 5
nese E-04 Layers
7 cells
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Nickel 2.3 1 5
Layers
7 cells

Silicium 2.3 1 4
Layers
8 cells

XI.CONCLUSION

The main purpose of this paper consists of
presenting comparison study between polynomial
Lagrange method and neural network applied to
ferrous metal detection. We showed that Neural
Network Model gives good performances for
spectral analysis.

As future work, we think about extending the
method to non — ferrous metal. In the present
study we limit our selves to six elements and it
seems interesting to experiment other elements
and consequently produce rules for neural net-
work configuration.
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